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Figure 1: The target and palette images, with the user selected correspondences shown on the left. On the right we show the
results when only the user selected correspondences are used to compute the colour transfer (column 3), and finally the results
when additional correspondences are added (column 4).

ABSTRACT
Recently, an example based colour transfer approach proposed
modelling the colour distributions of a palette and target image
using Gaussian Mixture Models, and registers them by minimising
the robust L2 distance between the mixtures. In this paper we
propose to extend this approach to allow for user interaction. We
present two interactive recolouring applications, the first allowing
the user to select colour correspondences between a target and
palette image, while the second palette based application allows the
user to edit a palette of colours to determine the image recolouring.
We modify the L2 based cost function to improve results when an
interactive interface is used, and take measures to ensure that even
whenminimal input is given by the user, good colour transfer results
are created. Both applications are available through a web interface
and qualitatively assessed against recent recolouring techniques.
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1 INTRODUCTION
Manipulating colours in images is an important step in many ap-
plications, including creating aesthetic effects in image and film
post production, image and video restoration and image corrections
which facilitate further image processing. Several methods have
been proposed to generate the desired recolouring result given an
input image and in many cases, a palette image is provided by the
user indicating the colour distribution that the result image should
have [18][10]. However, an image that includes the exact colour
changes desired by the user may not always be available. Even
when a palette image is provided, the results generated may look
very different to what the user imagined. For this reason, many
interactive recolouring approaches have been proposed, which give
the user more control over the recolouring result. Some methods
allow the user to select colour correspondences between the tar-
get and palette image, while others propagate sparse user edits
throughout the image [15][6]. Recently, a number of palette based
recolouring methods have been proposed, which are easy to use and
understand [5][23]. However, they can produce unnatural results
when palette entries are changed to darker or brighter colours [5].

In this paper, we extend a recent example based colour transfer
approach [9–11] to include user interaction, and show that these
extensions give users more freedom when editing their images,
giving timely feedback about the results generated. Our first appli-
cation allows the user to select correspondences between a target
and palette image, and the second allows them to make changes
to a target image by manipulating a palette of colours. We show
qualitatively that both applications create good results, and that
our palette based recolouring application outperforms a recent
technique [5], avoiding the unnatural recolouring results that this
algorithm can create.

2 STATE OF THE ART
One of the first colour transfer algorithms was an example based
technique proposed by Reinhard et al. [18], requiring a target and
palette image as input. Their method registers the statistics of
the target and palette colour distributions in LAB space. Since
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then, many other statistical approaches have also been proposed,
along with histogram matching and optimal transport solutions
[22][19][17][16][8]. When the target and palette image capture the
same scene, or have many colour correspondences between them,
techniques have been proposed to take advantage of these colour
correspondences to improve the colour transfer result [13][12][14].
Other methods propose using the textural information from the
target and palette images to guide the colour transfer [3]. However,
many of these methods rely on the presence of a large number
of correspondences between images, and cannot be applied when
there are none or few available.

Recently, Grogan and Dahyot [9–11] presented a technique
which can be applied to both palette and target images with and
without correspondences. They estimate a parametric colour trans-
fer function by minimising the L2 distance between Gaussian Mix-
ture Models (GMMs) modelling the images’ colour distributions.
The robust L2 cost function can be easily augmented to include
pixel correspondences, and outperforms similar state of the art
techniques when correspondence outliers are present [13]. They
can also interpolate between several colour transfer results, similar
to the recently proposed Wasserstein approaches [4]. While their
results perform better than other example based state of the art
algorithms [8, 13, 17], their approach requires a palette image as
input, which may not always be available. We propose to extend
their approach to include user interaction in Section 3.

Many other techniques which allow user interaction in the re-
colouring process have also been proposed, including stroke based
approaches and edit propagation [15][2][5][23]. In [15], Oskam et
al. propose a colour transfer technique which allows user interac-
tion when selecting colour correspondences between images, and
was extended by Croci et al. for film colour restoration [7]. Recently,
palette based recolouring techniques have become popular as they
are easy to use, allowing the user to make changes to a small palette
of colours when recolouring an image [20][5][23]. Chang et al. [5]
introduce a palette based recolouring tool that generates results in
real time. However, as demonstrated in our experiments, their algo-
rithm can produce unnatural results especially when palette colours
are mapped to colours that are a lot brighter or darker than the
original palette entry. Other methods propose using a soft segmen-
tation approach [20][1][23]. Aksoy et al. [1] propose to decompose
the image into layers, with each layer associated with a palette
colour. They then recolour each layer separately and combine them
to create the final image. While this approach allows local colour
changes to be made, it can be quite slow, and seems unnecessary
when only small colour changes need to be made. Zhang et al. [23]
define the colour of each pixel in the image as a linear combination
of the palette colours, and recolour the image by recombining the
new palette colours for every pixel. Their approach is significantly
quicker than that of Aksoy et al. Our proposed technique generates
similar results to Zhang et al. while performing much quicker than
Aksoy et al.

3 INTERACTIVE L2 BASED COLOUR
TRANSFER

In [9–11], Grogan and Dahyot propose to model the colour distri-
butions of the target and palette images using GMMs, and register

them by minimising the L2 distance between them. The GMMs
pp (x) and pt (x |θ ), model the colour distributions of the pixels in the
palette and transformed target images respectively, and are defined
as

pp (x) =
K∑
k=1

1
K

N(x ; µ(k)p ,h
2I) (1)

and

pt (x |θ ) =
K∑
k=1

1
K

N(x ; µ(k)θ ,h
2I). (2)

Here, the random vector x ∈ R3 takes values in a 3 dimensional
colour space,K represents the number of Gaussians in each mixture,
with {µ

(k)
p }k=1, ..K and {µ(k )θ }k=1, ..K the Gaussian means, and each

Gaussian is associated with the same isotropic covariance matrix,
h2I. Here {µ(k )θ = ϕ(µ

(k )
t ,θ )} has been computed by transforming

{µ
(k)
t } by some transformation ϕ which depends on θ . The goal

is to estimate the parameter θ , controlling the transformation ϕ,
which registers pt (x |θ ) to pp (x).

When there are no pixel correspondences between the target and
palette images available, Grogan and Dahyot let {µ(k )t } = {z

(k )
t },

and {µ
(k)
p } = {z

(k )
p }, the K cluster centres estimated by applying

the K-means algorithm to the target or palette image respectively,
and minimise:

C(θ ) = ∥pt ∥
2 − 2⟨pt |pp ⟩ (3)

where

⟨pt |pp ⟩ =
K∑
k=1

K∑
l=1

1
K2 N(0;ϕ(µ(k )t ,θ ) − µ

(l )
p , 2h2I) (4)

and

∥pt ∥
2 =

K∑
k=1

K∑
l=1

1
K2N(0;ϕ(µ(k)t ,θ ) − ϕ(µ

(l )
t ,θ ), 2h

2I). (5)

This cost function is a trade off between moving pt as close as
possible to pp (Eq. 4), while ensuring that pt does not collapse into
a unique Gaussian distribution (Eq. 5).

When there are n colour correspondences {(c(k )t , c
(k )
p )}k=1, · · · ,n

between the target and palette images available, they instead let
{µ(k)} = {c(k )} and minimise −⟨pt |pp ⟩, where

⟨pt |pp ⟩ =
n∑

k=1

1
n2

N(0;ϕ(µ(k )t ,θ ) − µ
(k)
p , 2h2I) (6)

Here, the term ∥pt ∥
2 is removed from the cost function as the

correspondences ensure that pt does not collapse into a unique
Gaussian distribution.

The authors investigate a variety of functions for the transfor-
mation ϕ, and show that the Thin Plate Spline transformation gives
better results in general.

In this paper we propose two extensions to this colour transfer
application which enables user interaction, giving the user more
control over the appearance of the result image. The methods used
to create these applications are described in the following sections.

Following [9–11], we model the target and palette distributions,
pt (x) and pp (x), as GMMs (cf. Eq. (1) and (2)) with mixture centres
combining both the K-means cluster centres extracted from target
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and palette images (noted zt and zp ), and a set of correspondences
{(c

(k )
t , c

(k )
p )}k=1, · · · ,n :

{µ
(k )
t }k=1, · · · ,K+n = {c

(k )
t }k=1..n ∪ {z

(k )
t }k=1, ..K (7)

and
{µ

(k )
p }k=1, · · · ,K+n = {c

(k )
p }k=1..n ∪ {z

(k )
p }k=1, ..K (8)

When a palette image is not available, an alternative choice for
{z

(k )
p }k=1, ..K is proposed in Section 3.4. The random vector x ∈ R3

takes values in a 3 dimensional colour space chosen as Lab colour
space with each component scaled in between 0 and 2551.

To allow for interactive colour transfer applications, we extend
the colour transfer technique proposed by Grogan et al. [10] by
combining the cost functions C(θ ) (defined with Equations (3), (4)
and (5) without correspondences), with an added interaction term
⟨ptc |ppc ⟩ computed with user defined correspondences (Eq. (6)) and
a penalty term E to constraint pixel values to stay inside the range
0 to 255 after transformation by the estimated warping function ϕ:

C̃(θ ) = C(θ ) − λ⟨ptc |ppc ⟩ + γ
K+n∑
k=1

E(µ
(k )
θ ) (9)

where parameters λ and γ control the effects of the different terms
(cf. Section 3.5).

Having n correspondences computed in a semi-supervised man-
ner (Sec. 3.2 and 3.3), the interaction term ⟨ptc |ppc ⟩ is defined as

⟨ptc |ppc ⟩ =
n∑

k=1

1
n2

N(0;ϕ(c(k )t ,θ ) − c
(k )
p , 2h2I). (10)

with only the selected correspondences {(c(k )t , c
(k )
p )}k=1, · · · ,n , while

the term C(θ ) is computed with all Gaussian components as defined
in Eq. (7) and (8).

3.1 Penalty term E
The final term in this cost function, E(µθ ), penalises parameters θ
which map the colours µθ = ϕ(µt ,θ ) outside of the colour space.
It is defined on each component L, a and b of the colour space as
follows:

E(µθ ) =
∑

⋄={L,a,b }

E(µ⋄θ ) (11)

with the function E defined from R to (0; 1):

E(µ⋄θ ) =
−1

1 + exp(−µ⋄θ )
+

1
1 + exp(−(µ⋄θ − 255))

+ 1 (12)

The function E is plotted in Figure 2. This regularization term
extends Grogan and Dahyot’s original algorithm [10, 11] where
recasting values in between the normal range is addressed as a
post-processing operation instead. While their original algorithm
often performs well, we found that when users select colour cor-
respondences, colours are mapped out of gamut more frequently,
hence making such a regularisation term necessary.

1We use OpenCV’s cvtColor to convert RGB to LAB, giving LAB values from 0 to 255.

Figure 2: Function E used to penalise pixel values outside
the range 0 and 255.

3.2 User defined correspondences
Our first web based application allows the user to choose a target
and palette image (cf. Fig. 3, top: left image is target, middle is the
palette image with correspondences appearing as line segments
between the two, and the right image is the recoloured result), and
select colour correspondences {(c(k )t , c

(k )
p )}k=1, · · · ,n between the

images to indicate which colours in the palette and target image
should correspond after recolouring. Our second web based applica-
tion (cf. Fig. 3, bottom) does not provide a palette image but instead
allows the user to define how specific colours in the target image
are changed. For instance in Fig. 3, the user proposes to transform
green into yellow, leave brown as brown and pink as pink, change
violet to green, and leave black as black.

Application 1

User Input Result
Application 2

User Input Result

Figure 3: The inputs provided by the user in our proposed
applications. Top row: Application 1. The user provides a tar-
get and palette image, and colour correspondences indicat-
ing which colours should match after recolouring. Bottom
row: Application 2. The user provides a target image and
a palette is automatically generated. The user can edit the
palette, to change the colours of the image. They can also
add constraints to the target image (blue dots) indicating
which colours should remain unchanged after recolouring.
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3.3 Unsupervised correspondence
augmentation

In general, as manual interaction can be a tedious operation, user
defined correspondences are only available in small numbers in
practice (e.g. n ≤ 7) and when testing our proposed colour transfer
algorithm, we found that minimising Eq. 9 often did not create the
desired colour transfer result. For instance, Figure 1 shows that
when using only the user selected correspondences, the yellow
colour of the flower changes to light blue, while the darker yellow
colours become pink. To overcome this problem, we found that
given a user defined correspondence ({uLt ,uat ,uat }, {uLp ,uap ,ubp })2,
adding additional correspondences between colours that lie close to
the original pair in LAB space, boosts the information provided by
the user and improves the colour transfer result. For example, given
a user selected correspondence, we also create correspondences
between brighter and darker versions of these colours, computed
based on their luminance values in LAB space. This ensures that
darker and brighter versions of the user defined correspondences
are mapped in the same way (cf. Fig 1). We add 4 additional cor-
respondences between pairs in our first application, and 8 in our
second application (cf. Appendix A) as fewer colours are available
to model the palette distribution in our second application, and
therefore more correspondences are needed.

3.4 Palette based Recolouring
For palette based Recolouring (cf. Application 2, Fig. 3) the user can
recolour a target image by editing a palette of colours. They can
also click on the target image to add constraints, indicating colours
in the target image which should remain the same after recolouring.
As no palette image is provided by the user in this case, cluster
centres {z(k )p }k=1, ..K are not available (Eq. (8)) and the distribution
pp would only be composed of Gaussian components generated
from (augmented) user defined correspondences. Therefore, in this
case, as well as defining the correspondence set {(ct , cp )}, we also
need to define the set {z(k)p }, made up of colours from the target
image and the user defined palette representing the desired colour
distribution of the result image .

3.4.1 Creating the Palette. Given the target image, we use the
method proposed by Chang et al. [5] to automatically generate a
set ofm colours representing the dominant colours in the image,
wherem is selected by the user. This set of colours can be edited by
the user, creatingm pairs of correspondences {(u(i)t ,u

(i)
p )}i=1, · · · ,m .

This set of correspondences is split in two sets:
• {(u

new (i)
t ,u

new (i)
p )} - pairs that change colour (i.e. ut , up ),

• {(u
c(i)
t ,u

c(i)
p )} - pairs acting as constraints (i.e ut = up ).

3.4.2 Selecting {µt } and {µp }. The set of cluster centres {µt } is
defined as before ( Eq. (7)): the K cluster centres {z(i)t } are provided
using K-means on the target image and the selection of {c(i)t } is
explained in Section 3.4.3.

There is no palette image available however to define a set of
clusters {z(i)p }. We propose to select palette centres {z(i)p } amongst

2 {uLt , u
a
t , u

b
t } denotes the colour ut in Lab space

the target centres {z(i)t } such that: zt is selected as a cluster centre zp
only if zt is different enough from the changing colours {unew (i)

t }.
Our strategy analyses the relative position of zt w.r.t. to colours
that remain the same {uc(i)t } and the changing colours {unew (i)

t }

using Dirichlet tesselations [21] where zt is associated with the
closest ut : if that ut is a changing colour then zt is not considered
as a candidate for zp , alternatively if ut is not changing colour
(constraint) then zp = zt .

3.4.3 Computing {(ct , cp )} . In this palette based application 2,
the set of correspondences is defined as:

(1) User defined correspondences using a palette (c.f. Section
3.4.1).

(2) Unsupervised correspondence augmentation (cf. Sec-
tion 3.3).

(3) Unsupervised constraint augmentation We automati-
cally add additional constraints to points in {z

(i)
t } which lie

close to the unchanging colours {uc(i)t }. For each colour uct ,
we set constraints on it’s 5 nearest neighbours in {z

(i)
t }, and

use Dirichlet tessellation to ensure that these new constraints
do not lie too close to the changing colours {unew (i)

p }.

Note that in our web interface, the user can also provide more
constraints about colours that need to remain the same after re-
colouring. The application is interactive and results are updated
every time the user provides more correspondences. The colour
transfer function is estimated by minimising Equation 9.

3.5 Optimisation and Parameter Settings
As in [10], we choose ϕ to be a Thin Plate Spline transformation:

ϕ(x ,θ ) = A x + t +
m∑
j=1

w j ψ (∥x − c j ∥) (13)

where ψ (x) = −x is the 3D TPS basis function, and {c j } are the
control points. The parameter θ to be estimated is made up of the
matrix A, the translation t and the TPS warping coefficients {w j }.
A regularisation term added to the cost function to control the
non-linearity of the TPS transformation:

C̃(θ ) + ζ

∫
∥D2ϕ(x ,θ )∥2dx (14)

with ∥D2ϕ(x ,θ )∥2 =
∑
i, j ∈{1, · · · ,d }

(
∂2ϕ

∂xi ∂x j

)2
with d = 3. We also

use a simulated annealling strategy, which slowly decreases the
scale parameter h over several iterations of the optimisation. This
ensures that our algorithm can overcome local minima [10]. The
parameter value for h at the final iteration is 10. The values of
the other parameters are: λ = 0.5, ζ = 3e−5 and γ = 1

h∗(K+n) . As
our parameter γ depends on the scale parameter h, at the early
stages of the simulated annealing process less weight is given to
the regularization term enforcing that the transformed colours lie
in gamut. This allows the algorithm to transform the points more
freely at the early stages of this process, ensuring that local minima
are avoided and a better solution is estimated.
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3.6 Web based User Interface
Both of our applications have aweb based interface and are available
to use online 3. The first application allows the user to upload a
target and palette image and select colour correspondences between
the images to guide the colour transfer. Feedback is given to the
user after each new pair of correspondences is selected. Our palette
based application allows the user to change a palette of colours
associated with the input image using a HSL colour picker. The
user can also select pixels in the input image that they would like
to constrain after recolouring. Both applications take 3-4 seconds
to compute the new colour transfer results for an image with 1
million pixels.

4 EXPERIMENTAL RESULTS
4.1 Application 1
In Figure 5 we compare our first colour transfer application to the
colour transfer technique proposed by Grogan and Dahyot [10],
which does not take into account user defined colour correspon-
dences. From these results we can see that while both techniques
transfer the colours of the palette image to the target, our proposed
approach allows the user to determine where particular colours
should appear in the result image. In row 1 of Figure 5, the grass in
the colour transfer result of Grogan and Dahyot [10] is brown, but
can be changed by adding a correspondence between the grass in
the target and palette using our approach. The colour of the flowers
has also been adjusted to make them brighter. Similarly in rows
2-5, the user can easily change how objects are recoloured using a
small number of correspondences.

4.2 Application 2
4.2.1 Comparison with state of the art. In Figure 6, we compare

our second application to that of Chang et al. [5]. Given a target
image and the palette of colours automatically generated from it
(Figure 6, column 1), we edit some of the palette colours and present
the recolouring results of both our approach and Chang et al. in
Columns 2 and 3. In the first row, our colour transfer technique
successfully changes the colours of the red and green apples without
disrupting the colour of the yellow apple or the background, unlike
Chang et al. Similarly in row 2, while Chang et al’s technique
changes the colour of the boat to blue, areas of the water and ground
are also recoloured. Again, our technique successfully recolours
the boat without making unexpected changed to other parts of the
image.

In rows 3, 4 and 5 of Figure 6 we can also see the effect that
changing a palette entry to a darker or brighter colour has on
Chang et al’s result images. In row 3, when the yellow door is
recoloured to dark blue, the rest of the image becomes darker, as
does the image of the flower in row 4. In row 5, when the red bow
is recoloured to yellow, the girl’s face becomes a lot brighter. These
changes can also be seen in the new palettes, shown below the result
images. For example, in row 5, column 2, while the only palette
entry that was changed by the user was the third colour, from red
to yellow, the second palette entry also automatically become a lot
brighter. In all cases, our algorithm performs better than that of

3Demos and accompanying video available at: https://v-sense.scss.tcd.ie/?p=1289

Chang et al., recolouring the door, flower and bow without making
any unexpected changes to the rest of the image.

In Figures 7 and 8 we also compare our technique to that of
Zhang et al. [23]4. In Figure 7, we compare Chang et al., Zhang et
al. and our approach, in the case where each method is given the
same target image, original palette, and user modified palette. The
original palette is shown below the target image (Column 1), and
the user modified palette is shown below each result image, with
the modified palette entries underlined in black. We see that both
Zhang et al. and our method outperform Chang et al., which causes
a loss of detail in the clothing in rows 2 and 3.

In Figure 8, both Zhang et al. and our technique are used to
recolour the original image (Column 1) so that it matches the image
given in Column 2. The images in column 2 have been created by an
artist using Photoshop and are taken from [23]. While the results
of both techniques are good, some areas of the results reported by
Zhang et al. change colour unexpectedly. For example, in row 1, the
blue colour of the sky becomes less vivid, in row 2 the grey wall
become more yellow, and in row 3 the sky becomes more green in
tone, while the grass becomes brown. Both user selected palette
changes and user selected constraints were used to generate the
results of our technique in Figure 8, and the user added constraints
can help to avoid unexpected colour changes, such as those seen in
the results reported by Zhang et al.

4.2.2 Adding User Constraints. In this section we explore the
benefits of allowing the user to add constraints to the target im-
age, indicating areas of the image that should remain unchanged
after recolouring. These constraints can be added by the user after
recolouring, when they have noticed areas of the image that may
have changed colour unexpectedly. For example, in Figure 9, we
present results of our colour transfer algorithm without (Column
2) and with (Column 3) constraints. In the first column we present
the target image, with the original palette shown beneath it. This
palette was edited by the user to create the result in column 2. The
palette entries that were changed by the user are underlined in
black. Some unexpected colour changes can be seen in the results
in the second column and are highlighted in yellow. Areas of the
water in the first row become more red, the girl’s face in row 2
becomes cooler and the troll’s shorts become green in row 3. Con-
straints can then be added by the user to the target image to reduce
these changes. These constraints are represented by blue dots on
the target image in Column 1. In column 3 we present the results of
our recolouring taking into account both the palette changes and
the user added constraints. In this case, the changes to the water
(row 1), the girl’s skin tone (row 2) and the troll (row 3) have been
reduced. This constraint functionality gives the user more control
over the final result, easily allowing them to reduce changes to
particular areas of the image that may have changed when using
the palette based recolouring approach.

4.2.3 Limitations. As ϕ is a TPS transformation, and is smooth
by definition, we found that our technique was unable to success-
fully implement certain palette changes chosen by the user. This typ-
ically happens when several palette entries are changed to colours

4Results for [23] were taken from their paper

https://v-sense.scss.tcd.ie/?p=1289


CVMP 2017, December 11–13, 2017, London, United Kingdom Mairéad Grogan, Rozenn Dahyot, and Aljosa Smolic

that are very different from their original (cf. Fig 4). As our transfor-
mation is global in nature, we also found that it could not recreate
some results produced by local methods. In Figure 10 we compare
our palette based recolouring result to Chang et al. and the soft-
segmentation approach of Aksoy et al. [1]. While our algorithm
produces better results than Chang et al. (Column 2), it does not
perform as well as that of Aksoy et al. In row 1, when recolouring
the jumper to pink, our result also recolours some of the girl’s face
to pink (see zoom in on right), while the face remains unchanged
in Aksoy et al’s result. In row 2, our method successfully recolours
the flower to green without effecting the colour of the girl’s face.
However, errors occur where the hair and the flower overlap. Ak-
soy et al’s technique successfully recolours the flower without any
artifacts as it separates the pixels representing the hair from those
of the flower before recolouring. Aksoy’s technique is quite time
consuming, while our framework gives quick feedback to the user,
allowing them to easily experiment with new palettes and colours
changes. Moreover our technique could also be extended to take
advantage of segmentation maps, allowing the algorithm to fit a
transfer function to each region of interest in the image.

Figure 4: If several palette entries are changed to very differ-
ent values, the algorithm may not create a good result.

5 CONCLUSION
We have presented two interactive applications for image recolour-
ing, both of which are based on an L2 optimisation function which
registers a target and palette colour distribution, and is explicitly
defined to take into account user selected correspondences. Both
applications are easy to use, and available through a web interface,
giving timely feedback to the user when a new colour correspon-
dence is added or palette changemade.We have shown qualitatively
that the first creates good results when taking into account the user
correspondences and a palette image, while the second outperforms
a recent palette based recolouring technique [5].
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Target & Palette Image with Correspondences Grogan and Dahyot [10] Our method

Figure 5: Column 1 and 2: The target and palette images with user selected correspondences joined by yellow lines. The cor-
respondence colours are shown below. Column 3: Grogan and Dahyot’s [10] colour transfer result (no correspondences used).
Column 4: Our colour transfer result (with user defined correspondences). In row 1, the grass in Grogan and Dahyot’s [10]
result is brown, but by adding a correspondence, it can be easily changed to green. The colour of the flowers has also been
adjusted to make them brighter. Similarly in rows 2-5, the user selected correspondences allow the user to easily change the
recolouring result.

(2) {(255, uat , ubt ), (255 + t, uap , ubp )}
(resp. {(255, uat , ubt ), (255, uap , ubp )})
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(5) {(ult ,max (uat + 10, 255), ubt ), (ulp,max (uap + 10, 255), ubp )}

(6) {(ult ,min(uat − 10, 0), ubt ), (ulp,min(uap − 10, 0), ubp )}
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Target Chang et al. [5] Our method

Figure 6: A comparison of our second application to that of Chang et al. [5]. Column 1: The original image (original palette
used for recolouring shown beneath it); Column 2: Chang et al. [5] result, with the new user edited palette shown beneath it.
The palette entries modified by the user are underlined in black. Column 3: Results of our method with user edited palette
shown beneath. Chang et al’s method makes unexpected changes to the yellow apple (row 1) and to the water (row 2). Their
result images in row 3 and 4 appear a lot darker as a palette entry is changed to a darker colour, and the girl’s face in row 5 is
brightened considerably. In all cases our algorithm performs better than that of Chang et al.
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Target Chang et al. [5] Zhang et al. [23] Ours

Figure 7: Here, each recolouring technique is given the same target image (Column 1), original palette (shown below the
target image), and user modified palette (shown below each result image. Modified palette entries are underlined in black). We
compare the results of Chang et al. (Column 2), Zhang et al. (Column 3) and our approach (Column 4). Both Zhang et al. and
our method outperform Chang et al., which causes a loss of detail in the clothing in rows 2 and 3.

Original Image to Match Zhang et al. [23] Ours

Figure 8: Here, Zhang et al. (Column 3) and our technique (Column 4) are used to recolour the original image (Column 1) so it
matches the image given in Column 2. Some areas of Zhang et al.’s results change colour unexpectedly. In row 1, the blue sky
becomes less vivid, in row 2 the grey wall become more yellow, and in row 3 the sky becomes more green in tone, while the
grass becomes brown. Both user selected palette changes and constraints were used to generate the results of our technique,
and user added constraints can help to avoid unexpected changes such as those in the results reported in Zhang et al.
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Image with Palette and Constraints Palette Changes Only Palette and Constraints

Figure 9: Here we present results of our colour transfer algorithm without (Column 2) and with (Column 3) constraints. Col-
umn 1: The target image, with the original palette shown beneath it. User constraints were also added to the target image
(blue dots). Column 2: The result of our algorithm taking into account the palette changes only, and not the constraints. Some
unexpected colour changes can be seen, and are highlighted in yellow. The water becomes more red (row 1), the girl’s face
becomes cooler (row 2), and the troll’s shorts become green (row 3). Column 3: Results of our recolouring taking into account
both the palette changes and the user added constraints. Here, the changes to the water (row 1), the girl’s skin tone (row 2) and
the troll (row 3) have been reduced.

Original Chang et al. [5] Our Method Aksoy et at. [1]

Figure 10: Column 1: The original image on the left, with a close up section shown on the right; Column 2: Chang et al. [5]
result, with a close up on the right ; Column 3: The results from our approach, with a close up on the right Column 4: Aksoy et
al. [1] result, with close up on the right. In row 1, although many of the colour artifacts introduced by Chang et al’s technique
are removed using our approach, the colour of girl’s face in the bottom left of the image (see zoom in on the right) still contains
some pink around the eyes, which the soft segmentation approach can overcome.
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