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ABSTRACT

Light fields are able to capture light rays from a scene arriving
at different angles, which allows post-capture rendering applica-
tions such as interactive viewpoint selection or refocusing. How-
ever, this additional angular information comes at the price of a
significant increase of the data volume compared to traditional
2D images. While light field compression is still an ongoing
research effort, showing impressive compression gain with the
latest coding standard, light fields are in practice often stored on
remote servers to avoid consuming unnecessary storage of the
user devices. A typical cost-effective solution for light field vi-
sualisation is then to render the requested image on the server
and transmit the result to the user. Another trivial solution would
be to directly send the light field to the user and perform the ren-
dering process directly on the client side to avoid transmission
delay. While the latter solution seems instinctively less optimal
and is usually discarded in previous work because of an expected
unacceptable startup delay, we propose a quantitative study to
compare both solutions in terms of rate-distortion (RD) perfor-
mance. A counterintuitive finding of this paper is that accepting
a reasonable startup delay (a few seconds) can provide a signifi-
cant improvement of the RD performances.

Index Terms— Light Fields, Streaming, Refocusing

1. INTRODUCTION

Light fields emerged as a new imaging modality, enabling to cap-
ture all light rays passing through a given amount of the 3D
space [1]. Compared to traditional 2D imaging systems which
only capture the spatial intensity of light rays, the common two-
plane parameterisation of light field also contains the angular di-
rection of the rays. A light field can be represented as a 4D func-
tion: Ω×Π→ R, (s, t, u, v)→ L(s, t, u, v) in which the plane Ω
represents the spatial distribution of light rays, indexed by (u, v),
while Π corresponds to their angular distribution, indexed by
(s, t). A practical way to visualise a light field is to consider
it as a matrix of M × N views, also called sub-aperture images
(SAI), where each image represents a 2D slice of the light field
over the spatial dimensions (u, v). Applications of light fields
notably include rendering novel images, either corresponding to
new viewpoints [1], and/or with new focus distance and depth-
of-field [2–4].
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Light field applications need a lot of storage space for accom-
modating the sheer size of the data representation, requiring an
investigation of light field streaming strategies. Light fields, for
instance, can be stored on remote servers, such as cloud servers,
and only a requested viewpoint can be rendered on the server
side, and transmitted to the client instead of having to deliver the
whole light field. In [5], light field streaming is explored with a
focus on free viewpoint rendering application. As the rendering
method used in this research work only relies on a few SAIs to
render a different viewpoint [1], a rate-distortion (RD) criterion
was proposed to optimise packet scheduling for the transmission
of these SAIs. The rendering is then performed on the user side.

However, refocusing can typically depend on all the light
field SAIs, which prevents the direct application of the method
described above. Thus, interactive light field streaming with a
refocusing application was later studied in [6–8], where only a
subset of the SAIs is first transmitted based on the assumption
that transmitting the full light field would cause a substantial
startup delay. New refocused images are then either estimated
as a sparse linear combination of the subset of SAIs available, or
generated on the server side and then transmitted to the user, to-
gether with a new SAI to grow the subset of SAIs available. This
progressive framework can reduce the accumulated rate com-
pared to a system where every refocused image is rendered on the
server and transmitted to the client. However, since performance
is only evaluated based on the accumulated rate, improvement
only occurs when a sufficient number of images have been sent,
and the practical gain of such a method is difficult to predict.

In this paper, we focus on light field streaming with a re-
focusing application, similar to the work of [6]. While it was
assumed in the previous work that a trivial direct transmission
of a full light field would incur an unacceptable startup delay,
in this paper, we provide a comparison between this solution,
denoted as scenario A, and an interactive streaming solution, de-
noted as scenario B. In the interactive streaming solution, each
requested image is rendered on the server and then transmitted
to the user. Two main reasons motivate this study. First, while
scenario A is commonly overlooked in most research works, in
recent literature, we did not find any quantitative study based
on the last video coding standard, high efficient video coding
(HEVC) [9], which provides high efficient performance for light
field compression by exploiting the pixel correlation between the
SAIs [10, 11]. Second, while this was not explicitly taken into
account in previous work on refocusing from a compressed light
field, refocusing methods are known to have a de-noising ef-
fect [4,12], which can reduce the compression noise. In addition,
recent works such as [6–8] focused on dense light fields captured
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Fig. 1: Scenario A: the light field is streamed to the user side for ren-
dering before visualisation. Scenario B: the light field is rendered in
the cloud and the result is streamed to the user side for visualisation.

with a plenoptic Lytro Illum camera [3], while we propose here
to study the streaming scenarios for different types of light field
datasets, such as the Stanford [13] and Technicolor [14], captured
with a gantry and a camera array respectively.

The remainder of the paper is organised as follows. Sec-
tion 2 describes the technical details of our experimental setup.
Section 3 presents the experimental results and analysis. Finally,
the paper is concluded with directions for future research in Sec-
tion 4.

2. EXPERIMENTAL SETUP

We consider two different streaming scenarios in the context of
an interactive light field refocusing application, as illustrated in
Fig. 1. The user can request any focus distance independently
from the ones previously requested, e.g., as in a point-and-click
refocusing application. We also do not make any assumption
about the number of images that the user will request.

In the first scenario, denoted as scenario A, all the light field
SAIs are sent to the user, and the rendering of newly refocused
images can then be performed on the user side. However, this
scenario will incur a delay, dA, before the user can start visual-
ising any refocused image, but a negligible delay is then occur-
ring during visualisation. While it has been assumed in previous
work that this delay would not be tolerable in the sense of user
experience, our goal is to quantify this delay and study the RD
performance of this scenario when the startup delay is considered
acceptable. In this scenario, we did not consider the transmission
of all possible rendered focal stack images as it usually contains
more images than the original light field. In addition the images
from the focal stack exhibit less pixel correlation than the orig-
inal SAIs, and it would altogether require a higher transmission
bitrate.

In the second scenario, denoted as scenario B, we consider
an interactive streaming solution, where the requested refocused
image is rendered on the server before being sent to the user. In
this scenario, the user does not have to wait before starting vi-
sualisation. However, the transmission delay dB has to be taken
into account. Thus the constraint on this delay is quite strong to

Fig. 2: The de-noising effect of refocusing: a crop of the center
image of a compressed light field (left) and the corresponding refo-
cused image (right) (Best viewed zoomed).

ascertain interactivity.
For compression in scenario A, all SAIs are encoded in a way

to exploit the natural light field redundancies, and the whole light
field is transmitted at once. As light field compression is still an
ongoing research topic and no standard is yet available, we used
the latest MPEG video compression standard, HEVC [9]. The
input video is created by temporally stacking the SAIs following
a snake scanning order, which is one of the baseline solutions
used in light field compression research [15, 16].

In scenario B, each refocused image is encoded separately
using the intra prediction of HEVC. As we can not predict the
order in which the user is going to request the next image, in
this scenario, we can not rely on an inter-image prediction based
compression.

For refocusing, we use the well-known shift-and-sum algo-
rithm [3], where the refocused image is obtained as linear com-
bination of shifted SAIs:

Ir(u, v) =
∑
s,t

A(s, t)L(s, t, u+δ∗(s−sr), v+δ∗(t−tr)), (1)

where (sr, tr) are the indices of the reference SAI to be refo-
cused, A is a filter that defines the synthetic aperture, and δ is a
disparity value which controls the focus distance. The size and
shape of the synthetic aperture notably controls the depth-of-field
(DoF) and nature of the bokeh. In this paper, we consider a sim-
ple box filter for the synthetic aperture, defined as:

A(s, t) =

{
1, if s ≤ sA, t ≤ tA
0, otherwise

where sA × tA is the size of the synthetic aperture, which is
studied in section 3.2.

From equation 1, it is clear that the refocused image we ob-
tain is the result of a filtering operation along the angular dimen-
sion. It is known that the light field refocusing operation has de-
noising properties [4,12], thus refocusing applied on compressed
SAIs will help reducing the distortion due to compression arte-
facts. Such de-noising effect is illustrated in Fig. 2, and analysed
more in depth in section 3.2.

3. RESULTS

To evaluate the performances of the proposed streaming scenar-
ios, we considered three light field datasets with different spatio-
angular characteristics. First, we used a dataset of six light fields
captured with a Lytro Illum, drawn for the EPFL [17], INRIA
[18], and VSENSE [19] datasets. The SAIs were decoded with



the modified Matlab Light Fields toolbox [20] proposed in [19]
to correct colour issues. Note that the last de-noising step of this
pipeline was not used here. The light fields consist in 15 × 15
SAIs of resolution 625 × 434. Light fields captured with Lytro
Illum have a very dense angular sampling, and thus a very high
pixel correlation between close SAIs. Second, we used six light
fields from the Stanford dataset [13], captured with a Gantry.
These light fields consist of 17 × 17 SAIs of resolutions 1400 ×
800, 1280 × 1536, 1536 × 1152, and 1024 × 1024. The spatial
resolution is higher than for the Lytro Illum ones, but the angular
sampling is not that dense, thus close SAIs exhibit less pixel cor-
relation. Finally, we used five light fields from the Technicolor
dataset [14], captured with a camera array. These light fields con-
sist of 4× 4 SAIs of resolution 2048× 1088 and have the highest
spatial resolution, but a very sparse angular sampling, thus ex-
hibiting the lowest pixel correlation between close SAIs.

To encode each content for each streaming scenario, we used
libx265 in the FFmpeg software (ver. N-92755-g3f08ed3) [21].
In scenario A, we used an inter-predictive coding condition of
HEVC, with the default settings of FFmpeg in which group of
picture size was set to 12. In scenario B, we independently en-
coded each rendered focal stack image using the constant rate
factor and intra only settings of FFmpeg.

The acceptable latency dBa for scenario B is fixed to 100ms to
allow for interactivity [22,23]. For scenario A, we study different
values of acceptable latency dAa : 1s, 2s, 3s, and 5s.

To evaluate the RD performances, the RGB PSNR is com-
puted on refocused images, using refocused images rendered
from the source light field as a reference. For scenario A, the
bitrate is computed as the size of the compressed light field SAIs
divided by the acceptable delay. For scenario B, the bitrate of a
single refocused image is evaluated as the size of this compressed
image divided by the acceptable delay. For multiple refocused
images, the individual bitrates are averaged. This bitrate eval-
uation was preferred over the strict bitrate accumulation, as it
is independent of the number of images transmitted, which we
assume cannot be known beforehand. Bitrate and PSNR values
are averaged over all the refocused images of the focal stacks.

3.1. Comparison of scenarios A and B

We show in Figs. 4 and 5.e RD curves for the Bikes, Birthday,
and LegoKnights light fields, as they are representative of their
corresponding datasets. Detailed results for all test light fields
are available online1. Note that in this section we use the full
synthetic aperture to render the focal stacks, i.e. sA × tA =
M × N . Refocused images thus have a shallow DoF, and the
large amount of blur present in the image (see Fig. 3) explains
the high PSNR values we obtain.

The main conclusion from our experiments is that for all
datasets it is possible to obtain better RD performances with sce-
nario A if the acceptable delay dAa is long enough, here 3s or
5s. The extent of the RD improvement depends on dAa and varies
for each dataset: For the Lytro Illum and Stanford datasets, RD
performances of scenario A are on par with scenario B when dAa
is set to 2s. Scenario A is outperformed by scenario B when
dAa = 1s. Overall, we observed that the RD improvement was

1https://v-sense.scss.tcd.ie/research/
light-fields/lf-streaming/

Fig. 3: Influence of the synthetic aperture size on the depth-of-field:
17×17 (top left), 9×9 (bottom left), and 5×5 (top right). Note that
the DoF is also depending on the baseline, e.g. the 4×4 Technicolor
light fields (bottom right) have a very shallow DoF due to their wide
baseline.

slightly better for the Lytro Illum than for the Stanford dataset.
For all light fields of the Technicolor dataset, scenario A out-

performs scenario B for all values of dAa by a significant margin.
Thus it is clear that the RD performances depend more on

the angular resolution rather than the spatial resolution, and sce-
nario A can be very beneficial for light fields containing a small
number of SAIs. Such behaviour can be expected, since less
SAIs means a smaller bitrate for scenario A. The spatial resolu-
tion does not have an impact as the size of the refocused images
is the same as the SAIs.

3.2. Influence of the synthetic aperture size

In this section we study the influence of the synthetic aperture
size sA× tA on the RD performances. Reducing sA× tA means
increasing the DoF of the refocused image, as illustrated in Fig.
3. Note that DoF is also related to the baseline of the light field,
e.g. refocused images rendered from the Technicolor dataset with
a full aperture (4×4) still have a shallower DoF than refocused
images obtained from the Stanford dataset with a 5×5 aperture
(see Fig. 3). For scenario A, reducing sA× tA also means reduc-
ing the de-noising effect and hence decreases the image quality.
However, reducing sA× tA is also more challenging for scenario
B as more high frequency details have to be encoded, which in-
creases the bitrate.

We conducted our experiments on the Stanford dataset,
which offers the highest angular resolution. We first consider
the case where the user only requires a fixed aperture size. In
scenario A, the number of SAIs to be transmitted is then only
equal to the aperture size sA × tA. RD performances for the
representative LegoKnights light field are shown in Fig. 5 for a
fixed aperture of size 5×5 (5.c), 9×9 (5.d), and 17×17 (5.e). Re-
sults show that the resulting reduced bitrate greatly compensate
the decreased quality due to the weaker de-noising, and scenario
A clearly outperforms scenario B for all values of dAa .

Second, we consider a more interactive scheme, where the
user can dynamically choose the aperture size. In this case, all

https://v-sense.scss.tcd.ie/research/light-fields/lf-streaming/
https://v-sense.scss.tcd.ie/research/light-fields/lf-streaming/


the light field SAIs have to be transmitted for scenario A. RD
performances for LegoKnights are shown in Fig. 5.f, and show
similar results to the fixed full size aperture (5.e).

4. CONCLUSION

This paper investigated the streaming performance of the di-
rect transmission of a full light field scenario and an interactive
transmission scenario with a refocusing application. Several
test datasets were used corresponding to light fields of different
spatio-angular characteristics. The de-noising effect of refocus-
ing was also taken into account, as well as the impact of the
synthetic aperture size. The study showed that it is possible to
obtain better RD performances for all datasets by transmitting
the whole light field when the startup delay is long enough, e.g.,
3s or 5s. RD gains can even be achieved with a short acceptable
delay of 1s or 2s when the light field contains a smaller number
of images.

Based on this finding, we plan to investigate more sophisti-
cated streaming scenario, which could combine the two scenar-
ios studied in this paper, e.g. to be robust to changes in network
bandwidth conditions, or design predictive mechanisms for the
interactive transmission. We also plan to assess more precisely
the acceptable delay values with subjective tests. In addition,
this next study will take into account more parameters such as
the encoding, decoding, and rendering delays. Finally, we also
wish to combine the refocusing application with novel viewpoint
rendering.

(a) Bikes, fixed full aperture (15×15)

(b) Birthday, fixed full aperture (4×4)

Fig. 4: RD curves representative of the Lytro Illum (a) and Techni-
color (b) datasets.

(c) LegoKnights, fixed 5×5 aperture

(d) LegoKnights, fixed 9×9 aperture

(e) LegoKnights, fixed full aperture (17×17)

(f) LegoKnights, dynamic aperture

Fig. 5: RD curves representative of the Stanford dataset. Different
aperture sizes are tested for the LegoKnights light field.
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