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ABSTRACT

Light fields are able to capture light rays from a scene arriving
at different angles, which allows post-capture rendering applica-
tions such as interactive viewpoint selection or refocusing. How-
ever, this additional angular information comes at the price of a
significant increase of the data volume compared to traditional
2D images. While light field compression is still an ongoing
research effort, showing impressive compression gain with the
latest coding standard, light fields are in practice often stored on
remote servers to avoid consuming unnecessary storage of the
user devices. A typical cost-effective solution for light field vi-
sualisation is then to render the requested image on the server
and transmit the result to the user. Another trivial solution would
be to directly send the light field to the user and perform the ren-
dering process directly on the client side to avoid transmission
delay. While the latter solution seems instinctively less optimal
and is usually discarded in previous work because of an expected
unacceptable startup delay, we propose a quantitative study to
compare both solutions in terms of rate-distortion (RD) perfor-
mance. A counterintuitive finding of this paper is that accepting
a reasonable startup delay (a few seconds) can provide a signifi-
cant improvement of the RD performances.
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1. INTRODUCTION

Light fields emerged as a new imaging modality, enabling to cap-
ture all light rays passing through a given amount of the 3D
space [1]. Compared to traditional 2D imaging systems which
only capture the spatial intensity of light rays, the common two-
plane parameterisation of light field also contains the angular di-
rection of the rays. A light field can be represented as a 4D func-
tion: Ω×Π→ R, (s, t, u, v)→ L(s, t, u, v) in which the plane Ω
represents the spatial distribution of light rays, indexed by (u, v),
while Π corresponds to their angular distribution, indexed by
(s, t). A practical way to visualise a light field is to consider
it as a matrix of M × N views, also called sub-aperture images
(SAI), where each image represents a 2D slice of the light field
over the spatial dimensions (u, v). Applications of light fields
notably include rendering novel images, either corresponding to
new viewpoints [1], and/or with new focus distance and depth-
of-field [2–4].
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Light field applications need a lot of storage space for accom-
modating the sheer size of the data representation, requiring an
investigation of light field streaming strategies. Light fields, for
instance, can be stored on remote servers, such as cloud servers,
and only a requested viewpoint can be rendered on the server
side, and transmitted to the client instead of having to deliver the
whole light field. In [5], light field streaming is explored with a
focus on free viewpoint rendering application. As the rendering
method used in this research work only relies on a few SAIs to
render a different viewpoint [1], a rate-distortion (RD) criterion
was proposed to optimise packet scheduling for the transmission
of these SAIs. The rendering is then performed on the user side.

However, refocusing can typically depend on all the light
field SAIs, which prevents the direct application of the method
described above. Thus, interactive light field streaming with a
refocusing application was later studied in [6–8], where only a
subset of the SAIs is first transmitted based on the assumption
that transmitting the full light field would cause a substantial
startup delay. New refocused images are then either estimated
as a sparse linear combination of the subset of SAIs available, or
generated on the server side and then transmitted to the user, to-
gether with a new SAI to grow the subset of SAIs available. This
progressive framework can reduce the accumulated rate com-
pared to a system where every refocused image is rendered on the
server and transmitted to the client. However, since performance
is only evaluated based on the accumulated rate, improvement
only occurs when a sufficient number of images have been sent,
and the practical gain of such a method is difficult to predict.

In this paper, we focus on light field streaming with a re-
focusing application, similar to the work of [6]. While it was
assumed in the previous work that a trivial direct transmission
of a full light field would incur an unacceptable startup delay,
in this paper, we provide a comparison between this solution,
denoted as scenario A, and an interactive streaming solution, de-
noted as scenario B. In the interactive streaming solution, each
requested image is rendered on the server and then transmitted
to the user. Two main reasons motivate this study. First, while
scenario A is commonly overlooked in most research works, in
recent literature, we did not find any quantitative study based
on the last video coding standard, high efficient video coding
(HEVC) [9], which provides high efficient performance for light
field compression by exploiting the pixel correlation between the
SAIs [10, 11]. Second, while this was not explicitly taken into
account in previous work on refocusing from a compressed light
field, refocusing methods are known to have a de-noising ef-
fect [4,12], which can reduce the compression noise. In addition,
recent works such as [6–8] focused on dense light fields captured




