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EXECUTIVE SUMMARY

Cloud computing, big data, wearables, the internet of things, artificial intelligence, 
robotics, and virtual reality (VR), when seamlessly combined, will create the 
healthcare of the future. In the presented study, the authors aim to provide tools 
and methodologies to efficiently create 3D virtual learning environments (VLEs) to 
immerse participants in 3600, six degrees of freedom (6DoF) patient examination 
simulations. Furthermore, the authors will discuss specific methods and features to 
improve visual realism in VR, such as post-processing effects (ambient occlusion, 
bloom, depth of field, anti-aliasing), texturing (normal maps, transparent, and 
reflective materials), and realistic lighting (spotlights and custom lights). The 
presented VLE creation techniques will be used as a testbed for medical simulation, 
created using the Unity game engine.

Prototyping VR Training 
Tools for Healthcare With 

Off-the-Shelf CGI:
A Case Study

Tomasz Zawadzki
Arkin University of Creative Arts and Design, Cyprus

Slawomir Nikiel
University of Zielona Gora, Poland

Gareth W. Young
Trinity College Dublin, Ireland



Copyright © 2022, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited. 161

Prototyping VR Training Tools for Healthcare With Off-the-Shelf CGI

INTRODUCTION

Over the last decade, constantly decreasing computer hardware and software costs 
and increasing processor speeds have made computer simulations more popular in 
the classroom. Furthermore, Virtual Reality (VR) and Augmented Reality (AR) 
platforms are rapidly maturing. As technological capabilities have grown, the 
applied uses of such technologies for education and training have also become more 
accessible. In particular, VR enables the user to submerge themselves into a virtual 
environment fully. As a result, VR can be used in training situations that would 
be too dangerous to have users participate in the physical world (Stansfield et al., 
2005). VR training dramatically reduces risks and improves logistics by (re-)creating 
virtual environments where staff and operators can practice realistic simulated 
critical situations or scenarios. XR (Extended Reality) combines real and virtual 
environments where the interaction between humans and machines is generated 
by wearables or computer technology. In other words, XR is an umbrella term that 
captures all augmented, virtual, and mixed reality together (Mann et al., 2018). In 
this paper, we will focus on VR as a subset of XR technology in healthcare only.

Moreover, Sulbaran and Baker (2000) have shown that learners enjoy VR training 
more than other traditional training methods and can retain the knowledge gained 
longer than acquired using different ways. Recent studies by Baukal and Ausburn 
(2013) show that the retention rates for VR learning reach over 75% compared to 
only 10% for reading and less than 50% for lecture-style education. In VR, trainees 
typically wear head-mounted displays (HMDs) with six degrees of freedom (6DoF) 
and wireless controllers for navigation and interaction, with more recent developments 
facilitating full hand tracking. Instructors can initiate immersive scenarios depicting 
any of a series of emergencies. Trainees can be graded, and they lose points whenever 
they create incorrect actions or make unjustified decisions that would lead to injuries 
in the real world. Therefore, VR can effectively build knowledge and understanding 
in the classroom (Young et al., 2020).

Researchers have proposed a virtual system to help prepare miners for dangerous 
situations that could not be addressed through traditional training methods (Kizil & 
Joy, 2001; James et al., 2013). VR has been used to train emergency first responders 
and their commanders (Li et al., 2005). VR has also been used in fire-hazard training 
systems (Smith & Ericson, 2009). Researchers have created various virtual fires 
where school children were asked to respond to the situations. However, using 
purely synthetic VR, trainees performed virtual, rather than actual, fire hazards. This 
researcher’s approach has found that virtual learning environments (VLEs) offer 
significantly less risk to trainees (Tate et al., 1997). Further studies have shown that 
VR systems can effectively isolate trainees from dangerous threats during highly 
critical skills training. Thus, VR gained-skills training has the great potential to 
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reduce risk, increase acceptance, and improve effectiveness over classic training 
methods alone (Fan et al., 2011).

The perceived reality of the experienced virtual scene is crucial to immerse the 
user in the content. Currently, readily available modeling technologies, like CGI 
tools, create new standards and demands. Computer games are filled with virtual 
humans that are visually pleasing but highly unrealistic. Evaluation of perceived 
information is more often based on emotional than rational aspects; if the authors 
create a simulation that looks more like a game, then there is a risk that the user 
won’t take it seriously. Prior studies have focused on communicating key learning 
concepts, while others focused on creating general “sandboxes” that freely allowed 
trainees to explore pre-defined VLEs. Recent research has also focused on developing 
more realistic lifelike scenes and humans in VLEs (see digital humans) (“Digital 
humans,” n.d.).

The main goal of visualization is to bring an understanding of data. The task is 
to present highly complex information most comprehensively and legibly. When 
considering 3D, the visualization process mainly focuses on understanding spatial 
relations and recognizing a particular physical object or phenomenon. The most 
natural way to convey this information is to build a three-dimensional model or 
evoke the sense of presence in a specific place with 360-degree panoramic images. 
Virtual visualization might be the next stage in developing visualization systems, 
and 3-dimensional computer graphics is currently the market standard even on 
mobile devices. The adequate definition says virtual reality is applying information 
technology to create an interactive 3-dimensional world effect, in which every object 
has presence property. It is possible to create single objects, digital humans-avatars, 
virtual buildings, or even whole virtual cities. Unfortunately, most visualizations 
depict static models with none or only simplified atmospheric/light/material effects 
(weather, light, skin textures) and often with limited or no environmental context 
(pedestrians-humanoids and foliage). Animation and narratives help to bring some 
life to VR. Digital narratives techniques have been successfully adapted to history, 
architecture, and journalism. This approach, along with virtual humans, can form 
a breakthrough solution. We must remember that avatars are processed in the brain 
like real people, and players can recognize varying levels of familiarity in avatar 
faces. Hence, social norms such as interpersonal distance are maintained when 
interacting with avatars.

The current research proposes to combine findings from several research areas 
and, based upon these findings, design a VR medical-examination training system for 
teaching MD students and support personnel in hospital environments. The current 
project is meant to serve as a testbed for a larger, more comprehensive long-term 
research project aiming to use interactive VR to provide practical high-risk-critical 
training for medical staff. The analysis of computer games (Mütterlein et al., 2018) 
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shows that the interaction with humanoids (and other users) can significantly affect 
the user’s psyche through the emotional charge.

Virtual reality has become increasingly used for medical-therapeutic purposes. 
The therapeutic potential of VR technology has already been experimentally tested, 
ranging from physical rehabilitation (Levin et al., 2015) through rehabilitation of 
violent offenders (Seinfeld et al., 2018) to the treatment of people experiencing or 
at risk of psychosis (Rus-Calafell et al., 2018). VR applications also include pain 
management (Matamala-Gomez et al., 2019), anxiety disorders, and phobias (Freeman 
et al., 2017). The potential of VR for training purposes in several areas, including 
medicine, surgery, and disaster response, is also gaining popularity (Spiegel, 2018; 
Vehtari et al., 2019). It is reasonable then to suppose that more realism in VR training 
scenarios will increase their effectiveness.

Alongside the prevalence of high-speed data processing computers, it has become 
easier to construct immersive 3D scene interactivity (from elements of VR game 
engines). Integration of virtual information within photorealistic or cinematic quality 
scenes will recreate critical situations with lifelike fidelity. It creates a possibility of 
displaying additional information about an examined patient and guarantees much 
more realistic experiences than pictures, films, or 3D images displayed on a screen.

One of the crucial features of our approach to VR is immersion, which enhances 
users’ situated experience. The sensation of being there no longer necessitates a 
physical presence (Flower, 2018). In healthcare, it is vital to get VR to the level as 
realistic and detailed as possible, especially when there are plans to perform very 
complicated operations in a virtual environment. It has been found that presence 
and interactivity contribute to immersion by using a flow-based conceptualization 
of immersion. Likewise, interactivity contributes to “presence,” and “immersion” 
influences satisfaction with a VR experience, indicating that a flow-based 
conceptualization of immersion is a suitable predictor in VR contexts (Mütterlein, 
2018). In our case, the authors will focus on developing various graphical 
enhancements, such as post-processing, texturing, and lighting. Techniques such 
as ambient occlusion lighting, where enclosing spaces receive less ambient light, 
virtual endoscopy is an excellent example of ambient occlusion. It provides a more 
realistic representation of the 3D geometry than standard Phong lighting. Depth of 
field and bloom effects can be utilized in healthcare to produce virtual cinematic 
experiences, while anti-aliasing improves the overall quality and presence within 
VR. Texturing techniques (especially using normal maps) and reflective materials 
can create photorealistic scenes and medical training simulations. Real-time lighting 
is also essential for fully immersed VR experiences.

The presented research is organized as follows. First, the background of VR 
and immersive environments are discussed. Then, the design of an interactive VR 
training system and visual scene enhancing is described. A discussion of the issues 
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encountered during the creation of the system is then given. Finally, concluding 
remarks are presented.

AN APPLICATION - VR MEDICAL-EXAMINATION 
TRAINING SYSTEM (VR METS)

Unity Game Engine

The VR Medical-Examination Training System (VR METS) was created in the Unity 
game engine. Unity software can run on multiple platforms Windows, Linux, Mac, 
with online and offline modes (Che Mat et al., 2014). In our case, we focused on 
the Windows platform only. Unity supports multiple XR application development, 
and in our case, VR METS focused on VR only. In the future, our project can be 
expanded to AR or MR.

The outlined process was started by importing the Vive Input Utility (VIU) plugin 
to the engine. The VIVE Input Utility is a toolkit for developing VR experiences 
in Unity, especially for the VIVE/VIVE Pro, and targeting many platforms from a 
joint code base, including Oculus Rift, Rift S Go, Quest, and Google Daydream.

Our solution was based on a single camera as implemented in ViveCameraRig 
(Figure 1.). Using two cameras: one for the left eye and the second for the right eye as 
available in other VR packages (SteamVR). Sometimes other Unity post-processing 
effects packages and VR packages may cause conflict problems.

Figure 1. Vive input utility - ViveCameraRig
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In this chapter, we have focused on six special effects, four of them were created 
using a post-processing package: ambient occlusion (AO), depth of field (DoF), bloom 
(BL), and anti-aliasing (AA) to smooth the corners and improve visual quality; the 
rest are related to other effects, such as reflection probe (RP) to enhance reflections 
and improve texture, and normal map (NM).

The next step was to import the post-processing package from Package Manager 
in Unity (Figure 2.).

The imported post-processing package included additional features: post-
processing Profile, post-process Layer, and post-process Volume. First, we had to 
create the post-processing Profile for each effect: ambient occlusion, depth of field, 
and bloom, in an area called – Project (where the project hierarchy and project files 
we located) (Figure 3.).

The next step was to create Layers for each special effect in the VR camera, 
add a post-processing Layer, and select all results to be displayed (Figure 4.). The 
rendering path was set to Deferred.

Anti-aliasing was embedded in the post-processing Layer and could be controlled 
independently (Figure 5.) There was no need to create an additional post-processing 
Profile for it as it was already embedded.

Figure 2. Package manager – post-processing effects
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The last step was to create an empty game object and add Volume to it to control 
each special effect separately (Figure 6.).

Figure 3. Creating post-processing profiles – steps

Figure 4. VR camera - creating post-processing layers
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Other effects in the scene were created using standard Unity components. Set up 
started from Type - Real-time and Every frame refresh mode. A reflection probe was 
created using the reflection probe component from the “Lights” setting to improve 
reflections in the background. This effect was controlled by intensity, box projection, 
resolution, and HDR parameters (Figure 7.).

The texture’s visual quality was enhanced using the Normal Map technique, 
which imitated a flat texture bump map effect (Figure 8.).

Figure 5. Anti-aliasing

Figure 6. Post-processing volumes and parameters for DoF, AO, BL effects
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RESULTS – ENHANCING VISUAL QUALITY IN VR METS

Scene realism is an essential aspect of creating VR training systems that might be 
used for healthcare. Among various approaches, manipulating visual effects to achieve 
a higher level of visual realism was widely adopted. For instance, additional details 
of the textures were added to control visual realism (Davis et al., 2015; Jaeger and 
Mourant, 2001) or allowing users to watch scenes with different altitudes (Kingdon 
et al., 2001; Watanabe et al., 2008). Besides influencing the visual aspect of virtual 
environments, there are other important factors. One of them is manipulating visual 
realism by cognition. Golding et al., 2012 created two VR scenes with different 
levels of visual realism triggered by the change of the camera (up-right or inverted). 
While the up-right scene was assigned to a higher realism state, the inverted stage 
was set to a lower level of graphical realism, and the inverted world was unknown 
to most users.

Figure 7. Reflection probe
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Unfortunately, higher visual fidelity in VR did not correlate with a better user 
experience and can generate a more motion sickness effect. Finding a golden mean 
between visual realism and user experience is still a difficult task in VR. Users who 
experienced better immersion and higher graphic realism showed a higher-level 
discomfort. This unexpected result may come from a sensory mismatch between 
visual and vestibular information. In the study, most participants could passively 
navigate in a virtual scene and received some limited vestibular details while sitting 
in their seats (Davis et al., 2015; Jaeger et al., 2001; Kingdon et al., 2001). This 
asymmetric interaction can exacerbate the conflict between sensory information. 
In other words, as the stimulus gets closer to reality, the user is more immersed in 
VR and expects atrial input signals corresponding to visual stimulation. However, 
users cannot obtain such vestibular information, so the conflict and VR disease 
also worsen.

Alongside the prevalence of high-speed data processing computers, it has become 
easier to construct immersive 3D scenes using interactivity (virtual reality elements). 
Combining virtual information with the photorealistic (or cinematic) quality will 
re-create critical situations with lifelike fidelity. It creates a possibility of displaying 
additional information about an examined patient and guarantees much more realistic 
experiences than pictures, films, or 3D images displayed on a screen.

Ambient Occlusion is a post-processing effect that approximates crevice shadows, 
simulating what happens in natural environments by darkening creases, holes, 
intersections, and surfaces close to each other. This approach gives a more realistic 

Figure 8. Normal map texture creation – stages
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appearance to objects where ambient light is blocked out or occluded. The quality of 
computer rendering and perception realism largely depends on the shading method 
used to implement the interaction of light with the surfaces of objects in a stage. 
Ambient Occlusion (AO) enhances the realistic impression rendered objects and 
scenes. Properties that make up the screen Real-time ambient occlusion in space 
(SSAO) of interest the graphics are independent of the scene’s complexity and fully 
operational dynamic settings (Figure 9.).

Depth of field (DOF) is the distance between the nearest and the farthest objects 
that are in acceptably sharp focus in an image. The depth of field can be calculated 
based on focal length, distance to subject, the acceptable circle of confusion size, 
and aperture (Figure 10.).

Bloom is an effect used to recreate the imaging artifact of actual cameras. The 
result creates streaks of light that extend from the border of bright areas of the 
image, creating the illusion of very bright light overwhelming the camera or the 
eye registering the scene (Figure 11.).

Figure 9. Ambient occlusion: left – off, right - on

Figure 10. Depth of field: left – off, right - on
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Normal mapping is a texture mapping technique used for faking the lighting of 
bumps and dents – an implementation of bump mapping. It is used to add details 
without using more polygons (Figure 12.).

Post-processing anti-aliasing, each pixel is slightly blurry after rendering. The 
GPU determines where the edge of the polygon is by comparing the color contrast 
between each of the two pixels - two similar pixels indicate that they are part of 
the same polygon. Pixels are blurred in proportion to their difference (Figure 13.).

Figure 11. Bloom: left – off, right - on

Figure 12. Normal map: left – off, right - on

Figure 13. Anti-aliasing: left – off, right - on
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A reflection probe is like a camera that captures a spherical view of its surroundings 
in all directions. The captured image is then stored as a cube map that objects with 
reflective materials can use. Several reflection probes can be used in a given scene, 
and things can be set to use the cube map produced by the nearest reflection probe. 
The result is that the reflections on the object can change convincingly according 
to its environment (Figure 14.).

DISCUSSION – VR METS OTHER KEY ASPECTS

Creating a virtual reality simulation that faithfully reflects natural phenomena is 
not an easy task. The virtual set should convey the desired event and conform to 
the designer’s vision and expectations as visual stimuli. Moreover, the film and 
game industries offer new user engaging experiences with even better photorealistic 
three-dimensional (3D) graphics, surrounding sound, and complex interaction. This 
method induces increasing demand for better non-entertaining visualizations for a 
more expansive (VR-game-educated) audience. Different approaches were considered, 
exploiting a range of technological solutions that challenged the production of the 
real-plus-virtual performance. The main goal was to provide the best technical and 
narrative quality possible with available means. The technologies used in the projects 
included stereoscopic 360 environments depicting hospital examination scenes and 
HMDs untracked and with user tracking. We should consider/solve the following 
issues from the authors’ experience and available scientific resources confirming 
observations, and we should consider/solve the following problems when preparing 
virtual simulations.

Uncanny Valley

Generally speaking, the “uncanny valley” is a hypothesized relationship between the 
degree of an object’s resemblance to reality (in a particular case – to the human being) 
and the observer’s emotional response to such an object. In the field of aesthetics, the 
uncanny valley is defined to be “a term used in the scientific hypothesis, according 

Figure 14. Reflection probe: left – off, right – on
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to which a robot, drawing or computer animation that looks or functions similar (but 
not identical) to a human, causes unpleasant feelings or even disgust in observers” 
(MacDorman, 2006). The uncanny valley concept was defined early in the 70s of 
the 20th century when the first humanoid robots were constructed. The more the 
constructed humanoids resembled humans, the more they were accepted by human 
users, but it worked only up to a point where robots with an external appearance very 
close to human beings turned out to be very discomforting or even scary because 
of the small, elusive details disclosing their artificiality. That moment was called 
the uncanny valley. The uncanny valley denotes an observable dip in the human 
affinity for the replica, a relation that otherwise increases with the replica’s visual 
and behavioral reality.

Nowadays, examples of the uncanny valley hypothesis can be found mainly in 
robotics, computer graphics/virtual reality, and lifelike dolls. With the proliferation 
of virtual reality and highly realistic cinematic/photorealistic computer animation, 
the uncanny valley has been referred more and more to reaction to the authenticity 
of artificial stimuli as it approaches indistinguishability from reality. The uncanny 
valley hypothesis predicts that virtual objects appearing almost real will risk 
eliciting eerie feelings in the viewers. What happens next after crossing the uncanny 
valley? According to some researchers, we go straight to the perfect simulation 
indistinguishable from reality, but another opinion assumes other scenarios. A very 
high acceptance of an almost ideal medium is followed by a drastic decline to the 
second valley of singularities (Mitchell, 2019). Such a situation usually occurs in 
some horror-themed VR environments, e.g., when we encounter a “virtual” precipice. 
The VR user is fully aware that they experience computer simulation, but the body/
subconsciousness reacts with an atavistic fear of taking a step into the “chasm.” 
Also, radical alterations of avatar behavior and actions cause uncanny valley and 
are rejected by testers (Padrao et al., 2016).

The recent development of improved hand tracking also introduced specific 
uncanny situations related to virtual hands and direct manipulation: jitter defined 
as misalignment between the virtual hands and user’s actual hands, so-called “drift” 
is the feeling that the user is moving in the virtual world, even while they standstill. 
Virtual objects appear to move around for no reason because of a constant offset 
of where the VR headset/computer thinks the user’s hand is compared to its actual 
location. This incongruence is usually caused by insufficient lighting or too much 
light coming into the headset. Grotesque Teleports are situations when a part of 
the virtual hands or whole virtual hands appear completely disjointed somewhere 
else in the virtual environment, thus breaking the immersion. In virtual reality, one 
does not watch someone else having an experience (as in the movies). The VR user 
is not in control of the character (as in computer games). In virtual reality, the VR 
user is part of the medium, which personally experiences all sensory experiences. 
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The so-called “second uncanny valley” exists in the transitional period between 
the suspension of unbelief and the inability to suspend faith in the incident, which 
is not taken seriously as the surrounding “real-life” reality. Moving on further, one 
can reach a perfect simulation utterly indistinguishable from real life.

An example of this may be seen in human faces generated by the GANN artificial 
intelligence; they are neither beautiful nor ugly, they are ordinary, and although there 
are no such people physically, we are entirely unable to distinguish them from photos 
of real people (Karras, 2018). To avoid the uncanny valley side effect, we can stick 
to the artificial-looking scene (particularly the humanoids), preserving visual clues 
to perceive three-dimensional environments fully. As far as hand tracking and direct 
manipulation are considered, to avoid jitter, virtual hands are represented in abstract 
ways, like with shapes, clouds, or sparkles in some applications. This design is made 
to hide the jitter effect, so users don’t pick up on any obvious jittering.

Scale/ Homuncular Flexibility

VR users can accept substantial structural transformations to their virtual bodies, 
temporarily altering self-body perception (Normand et al., 2011, Yee et al., 2009; 
Slater et al., 2010). This effect was first observed in the early 1980s and was 
dubbed Homuncular Flexibility (Lanier, 2006). Some formal studies of Homuncular 
Flexibility have confirmed the earlier, informal observations (Won et al., 2015a). One 
example of this effect is that participants embodied in differently shaped avatars can 
overestimate their body size (Piryankova et al., 2014). It can be felt to be changed 
after using VR in the first weeks. People previously thought to be larger seemed 
smaller, and the VR user’s size seemed larger. Other studied examples are that adults 
can have the illusion of having a child body (Banakou et al., 2013) or a black body 
(Peck et al., 2013; Banakou et al., 2016). Such experiences change the attitude of 
participants; for example, parents may change their behavior toward their children 
(Hamilton-Giachritsis et al., 2018), white people may become less biased against 
black (Maister et al., 2015), or domestic violence offenders may improve upon their 
recognition of fear in women after being virtually embodied as a woman subject 
to abuse by a virtual man (Seinfeld et al., 2018). Most of the currently available 
scientific research has explored positive benefits, but there is a risk of homonuclear 
feasibility or more dangerous body dystrophia where a virtual body/avatar may seem 
to be much more attractive than a physical body.

Reality Dissociation

In VR optics, despite the perception of depth, the user’s eyes focus on the approximately 
two-meter artificial focal plane created by the lenses (for Oculus VR headsets). 
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This optical effect causes a temporary disassociation, which develops the eyes’ 
difficulty focusing correctly in real life and will generally disappear after a few 
days. Adjusting time will vary for different users, but it may cause a disconnect in 
viewing the world after experiencing VR (general feeling of lightheadedness) vs. 
how one usually does. We can think of it akin to how looking at a static image for a 
reasonably long period will cause an afterimage effect thanks to the nerves involved 
becoming overexerted (same for other sensory nerves and muscles). That effect can 
be limited by careful use of focus. We can either build a virtual environment with the 
essential information placed in the focal plane or slightly blur objects of secondary 
value (props, background), forcing viewer eyes to concentrate on the focal plane. 
More prolonged exposure to VR HMD may infer behavior in real life. VR users who 
move through the virtual environment with the joystick/controller sometimes have 
to make the conscious effort/thought to move around in real life. VR experiences 
with limited user movement or sitting down (or standing still in one place) usually 
have less of the reality dissociation side effect.

Cybersickness

VIMS (Visually Induced Motion Sickness) is the broad term the encompasses 
simulation sickness, or cybersickness is an effect of a mismatch among visual, 
vestibular, and proprioceptive senses that occurs with changes in the motion of the 
user. Slowing down or stopping, turning while moving or stepping are all forms of 
movements that may induce VIMS. The VR rendering engine uses some software 
tricks (e.g., predictive tracking, TimeWarp) to shield the user from the effects 
of latency, but it is not always practical. To minimize the VIMS VR simulation, 
viewing the environment from a stationary position should be avoided. This 
perspective is the most comfortable in virtual reality, then. When moving through 
the environment is required, users are most comfortable moving through virtual 
environments interactively, with 6DoF, and at a constant velocity (humans walk at 
an average rate of 1.5 m/s). If one moves in virtual reality, they need to pick up the 
pace of stomping so that the brain starts making mistakes, and then nausea will be 
dramatically reduced. VR researchers should, therefore, make use of careful design 
considerations when creating character locomotion (Lewis-Evans, 2018).

Perception of Time

Virtual reality is a highly immersive experience that engages users in various ways. 
Some researchers have found that virtual reality interaction creates an effect called 
“time compression,” where the time goes by faster than in real life (Mullen, 2021). 
Prior studies of time perception in virtual reality have often used surveys asking 
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participants about their experiences after the fact. The current research team wanted 
to integrate a time-keeping task into the virtual reality experience to capture what 
was happening at the moment. The actual amount of time that had passed when each 
participant stopped the incident was recorded, and this revealed a gap between VR 
participants’ perception of time and the actual time. The time gap was approximately 
30 percent longer than in the classical desktop version of the simulation. That time 
compression effect was observed among test participants who played the game in 
virtual reality first. The paper concluded this was because participants judged time 
in the second round on whatever initial time estimates they made during the first 
round, regardless of format (Mullen, 2021). Some researchers struggle to discover 
why virtual reality seems to contribute to time compression. According to Mullen, one 
possible explanation is that a VR user has less body awareness. Future experiments 
to test this theory could bring new insights to help designers maximize benefits 
and minimize side effects from time compression. The result of time compression 
could be beneficial in some situations, for instance, enduring an unpleasant medical 
treatment or long and repetitive training, but in other circumstances, it could also 
have harmful consequences.

Stereopsis

The nature of human vision is highly complex, and understanding the very heart of 
seeing things involves research both in physiology and psychology of perception 
(Gombrich 1999, Gombrich 2001). Humans are accustomed to viewing the world 
through two eyes. Two-eyed vision provides extra cues to estimate image depth. 
Stereopsis or binocular vision enables humans to measure distance with eye 
convergence and stereoscopic vision. Eye convergence is a measure of the eyes’ 
optical axes when fixating on some point in the space. In reality, the convergence 
angle for distant views is near zero, and for closer objects, optical axes converge to 
keep the center of visual interest positioned over the two sensitive foveae (Walius, 
1962). The range of the convergence angle depends upon the physiological abilities 
of the observer. Within the high-acuity foveal region, depth perception is fading at 
100-150 m. At that distance, motion parallax and perspective become much more 
helpful to estimate distance. Perception of distant and closer objects depends on 
accommodation as well. The mechanism of accommodation provides clear vision 
by tensioning or relaxing the ciliary muscle attached to the periphery of crystalline 
lenses. With age, the lenses become less flexible and result in a person focusing at 
a constant distance.

Bela Julesz proved that stereo perception was independent of object recognition 
(Walius, 1962). When two identical patterns of random dots are viewed through 
a stereoscope, they are perceived without the sensation of depth. However, it was 
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shown that if a portion of one pattern was displaced horizontally, the stereogram 
tricked the brain into believing that a 3D structure was observed. The brain uses 
that displacement or disparity between the two stereoscopic images called parallax 
(see below) to measure depth. The first attempts to create stereoscopic images were 
described in 1832 by Charles Wheatstone, who invented the stereoscope. The idea 
was perfected by Sir David Brewster (Vince, 1995). The Brewster’s stereoscope 
consists of two pictures and a couple of mirrors redirecting and separating views 
for the left and right eye of the observer.

Currently, VR Head Mounted Displays work in precisely the same way. The 
parallax controls the depth of view, the difference between the left and the right 
eye determining the distance we perceive. Generally, it is possible to obtain greater 
variability in image depth with the more significant Field of View. When the parallax 
is equal to zero, we see objects “on the screen,” so the distance between the virtual 
and real image is the same. In the case of HMDs, the perceived screen distance is 
determined by so-called focal distance or infinity optics (dependent on the set of 
lenses), and it ranges from 2 meters (Oculus Rift/Quest) to 7 meters (military-grade 
HMDs). Negative parallax makes the objects “pop up” from the screen/focal distance 
and the effect that can give eye strain when observed for a longer time. Positive 
parallax puts things farther behind the screen and seems to be more comfortable 
for the viewer. Depth perception from stereopsis is susceptible up close but quickly 
diminishes along with distance. Mountains that are miles apart in the space will 
provide almost the same sense of depth as two objects’ inches apart on the desk 
distanced one meter from the observer.

Increasing the distance between the virtual cameras can enhance the understanding 
of depth from stereopsis but may result in unintended side effects. It may force users 
to converge their eyes more than usual, which could lead to eye strain. Moreover, 
it can give rise to perceptual anomalies and discomfort if one fails to scale head 
motion equally with eye separation. The optics of the Oculus HMD make it most 
comfortable to view objects that fall within a range of 0.75 to 3.5 meters from the 
VR user’s eyes. The virtual things users will look at for extended periods (such as 
menus and avatars) should fall in that range. One must remember that perception of 
the stereoscopic space is relative, and the sharpest image is guaranteed only with the 
zero parallaxes (focal distance of the HMD). Moreover, to obtain immersion, one 
does not have to rely entirely on the stereoscopic 3D effect to provide depth to virtual 
content; proper lighting, delicate texture, motion parallax (the way objects appear 
to move concerning each other when the user moves), and other visual features are 
equally (if not more) important to conveying depth and space to the user.



178

Prototyping VR Training Tools for Healthcare With Off-the-Shelf CGI

Stereo Blindness

To obtain stereoscopic sensation, the human observer needs to adjust their vision. 
For some people, this is sometimes hard or even impossible and approx. 10% of the 
human population cannot obtain stereoscopic 3D sensation. The so-called stereo-
blinded people perceive two overlapping images. Even for the average observer, 
when viewing stereoscopic images, they may induce eye strain and other neuro-
psychological side effects after some time. The reason is that the observer must force 
the eyes to stare in parallel (as for distant views) while focusing on relatively close 
print, thus fighting the stimuli to converge eyes on objects recognized as close ones. 
However, there are some (yet not clinically tested) opinions that people who have 
been stereo-blind their entire lives and using VR regularly can cure it (also outside 
of VR). There is probably some retraining of the brain, but the science behind it is 
not well understood.

Depth of Field

Each three-dimensional scene created in visual reality has a maximum usable depth 
to develop effective and “user-friendly” 3D stereography. If the virtual production 
is to have captions, this should be taken into account when working out the total 
depth budget. This depth budget may be calculated as a percentage between the left 
and right eyes separation concerning screen width. We need to remember that the 
sharpest image is guaranteed only with zero parallaxes (placed in the focal distance 
of the HMD). When visual objects are placed too far in front of the focal length of 
HMD and too far behind the focal distance of HMD at the same time (too much 
depth), the viewer will not be able to ‘fuse’ the stereo 3D image.

Ghosting

If we provide two versions of the same virtual scene, however, one set is slightly 
different from the other it is called ghosting. The rendering of these scenes into 
the left/right eyes takes two different environments and pretends they’re one. For 
example, in one eye, a room looks new and full of life, wherein the other is old, and 
the furniture looks slightly deteriorated. Everything is kept precisely in the same 
position and shape, so the viewer’s eyes would still get a perception of 3D and will 
process the scene, but perhaps having these two slight changes of images. These 
issues could be an effect of a glitch in visual stimulation (e.g., wrongly constructed 
reflection probe) or turn to be a perfect tool for representing a whole new VFX 
possible only in fully immersive virtual reality. These could be ghosts, madness, 
drugs, deja vu, alternate realities representing things that the character can see but 
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other people in the game or simulation. Several VFX can be used to model the 
simulation scene to avoid ghosting, including the ambient occlusion, bloom, and 
normal mapping. Generally, the images presented to each eye should differ only 
in terms of viewpoint; post-processing effects (e.g., light distortion, bloom) must 
be applied to both eyes consistently and correctly rendered in z-depth to create an 
adequately fused image.

Retinal Rivalry

This side effect is very similar to the ghosting mentioned above, considering specific 
/pixel size visual disparities. When something appears only in one eye, the viewer 
very often cannot reconcile the images. This effect can occur in reflections, aliasing, 
glints, lens flares & motion artifacts. One needs to close one eye, then the other, 
to see the differences between the eyes. Bright, thin objects/images, particularly in 
the periphery, can create noticeable display flicker and retinal rivalry for sensitive 
users. To avoid retinal rivalry, darker colors, normal mapping, anti-aliasing, and 
carefully adjusted reflection probe techniques can be used.

Screen Door Effect

Visible pixelation (often referred to as the “Screen Door Effect” or SDE) of the 
perceived image in HMD results from low quality of hardware display. The pixel 
density of the display matrix is a dominant factor in SDE. However, the pixel 
configuration also matters, as does the type of used lenses either. Looking at what is 
displayed on the VR head-mounted display screen, one will notice that the frame’s 
shape is distorted and somewhat rounded rather than square. This alteration is 
because the lenses then distort that to the viewer’s eyes, giving the appearance of 
a regular image. What is seen through the center of the lenses will be a reasonably 
decent resolution, but what is seen as the gaze is moved away from the center is 
that things become a little less crisp. The image contents at the peripheral view are 
displayed with a lower pixel density. One can consider supersampling or anti-aliasing 
to remedy low apparent resolution. Another solution is to use high-end HMDs like 
Varjo or Pixmax to provide display resolutions that eliminate the screen door effect.

CONCLUSION AND FUTURE WORK

At the forefront of emergent technologies that can reshape the world of healthcare 
are VR and AR. Putting doctors and patients into a VLE enables education and 
healthcare to improve its current performance and become even more efficient. VR 
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has many benefits in terms of security and training. It is particularly possible to 
simulate critical or highly uncomfortable situations for doctors/nurses and supporting 
personnel, helping them know how to react in real-world cases. Before being used in 
examination and intervention applications, MD students can be virtually immersed 
in their future work environment and be trained in various instances. And since new 
technologies like the Oculus Rift and the HTC Vive keep track of things like how 
your head moves in space, it is possible to use that data to give trainers insight into 
what trainees are paying attention to in VR. Immersive technology is changing the 
way organizations train their people. The virtual training of medical staff facilitates 
a set of acceptable solutions characterized by different configurations of real-life 
scenarios that guarantee timely completion of interventions with a minimum total 
cost of the training process. This approach makes it possible to benefit in the service 
of the efficiency of the healthcare.

Immersive learning and training platforms more commonly apply multimodal 
design elements, such as avatars and anthropomorphic virtual agents, impacting 
students’ motivational outcomes and delivering novel forms of visually enriched 
embodied communication (Rasimah et al., 2011). Previous research has highlighted 
tendencies, such as gender-specific preferences for exergames and the familiarity 
effect when engaging with XR technology (Buchem et al., 2021). Furthermore, 
simulation training in VR is advantageous for medical professionals (Tsai et al., 
2021; Shah et al., 2021). However, due to the small number of case studies and lack 
of comprehensive comparisons between VR and conventional medical interventions, 
contemporary studies lack a solid foundation for comparing the physical world 
with the digital (Safikhani et al., 2021). Therefore, additional student-user-focused 
studies are needed to evaluate the impact of the VR environments’ technological 
and design aspects, as introduced in this chapter.

The VR experiences described in this chapter are based upon the simulation of 
a domain-specific environment, the virtual operating theatre, a doctor’s office, etc., 
with visual enhancements made via the introduction of various graphical effects. In 
general, XR simulations (and VR as a subset) are becoming more widely adopted in 
medical education as they offer low-risk exposure for students to clinical environments 
and situate the requisite knowledge and skills for clinical teaching. Although the 
authoring of VR/XR medical education spaces, from a user-experience perspective, 
rests upon other modalities, such as 6DoF movement, 3D assets, interaction, and 
the modalities of the platform (Antoniou et al., 2021), the visual components of the 
reconstruction remain fundamental. Therefore, by incorporating realistic VR/XR 
simulations and training into student programs, the platform offers novel opportunities 
for educators to provide personalized domain-specific instruction to prepare students 
for the many complexities of patient care, treatment, and well-being.
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The global COVID-19 pandemic has introduced new social distancing measures 
and lockdown protocols that have had an immense impact on medical students’ lives, 
affecting their instruction in many ways. Research has shown that the pandemic has 
chiefly affected the younger populations (ages 18-25), who have developed symptoms 
of post-traumatic stress disorder (PTSD), anxiety, depression, and other signs of 
emotional distress (Office of National Statistics UK, 2021). In addition, remote 
learning has been introduced to protect students and staff, creating an additional 
barrier for students who require further support. The introduction of realistic VR 
environments and social VR can perhaps alleviate these negative impacts in future 
remote learning and social distancing educational contexts.

ACKNOWLEDGMENT

This publication has partially emanated from research conducted with the financial 
support of Science Foundation Ireland (SFI) under Grant Number 15/RP/2776.

REFERENCES

Antoniou, P. E., Chondrokostas, E., Bratsas, C., Filippidis, P. M., & Bamidis, P. 
D. (2021). A Medical Ontology Informed User Experience Taxonomy to Support 
Co-creative Workflows for Authoring Mixed Reality Medical Education Spaces. 
7th International Conference of the Immersive Learning Research Network, 1-9.

Banakou, D., Groten, R., & Slater, M. (2013). Illusory ownership of a virtual child 
body causes overestimation of object sizes and implicit attitude changes. Proceedings 
of the National Academy of Sciences of the United States of America, 110(31), 110. 
doi:10.1073/pnas.1306779110 PMID:23858436

Banakou, D., Pd, H., & Slater, M. (2016). Virtual embodiment of white people in a 
black virtual body leads to a sustained reduction in their implicit racial bias. Frontiers 
in Human Neuroscience, 10, 601. doi:10.3389/fnhum.2016.00601 PMID:27965555

Baukal, C. E., Ausburn, F. B., & Ausburn, L. J. (2013). A Proposed Multimedia 
Cone of Abstraction: Updating a Classic Instructional Design Theory. Journal of 
Educational Technology, 9(4), 15–24.

Buchem, I., Vorwerg, S., Stamm, O., Hildebrand, K., & Bialek, Y. (2021). 
Gamification in Mixed-Reality Exergames for Older Adult Patients in a Mobile 
Immersive Diagnostic Center: A Pilot Study in the BewARe Project. 7th International 
Conference of the Immersive Learning Research Network (iLRN), 1-9.



182

Prototyping VR Training Tools for Healthcare With Off-the-Shelf CGI

Che Mat, R., Shariff, A. R. M., Nasir Zulkifli, A., Shafry Mohd Rahim, M., & 
Hafiz Mahayudin, M. (2014). Using game engine for 3D terrain visualisation of 
GIS data: A review. IOP Conference Series. Earth and Environmental Science, 20, 
1. doi:10.1088/1755-1315/20/1/012037

Davis, S., Nesbitt, K., & Nalivaiko, E. (2015). Comparing the onset of cybersickness 
using the Oculus Rift and two virtual roller coasters. Proceedings of the 11th 
Australasian Conference on Interactive Entertainment, 3-14.

Dickey, P. J., Eger, T., Frayne, R., Delgado, G., & Ji, X. (2013). Research Using 
Virtual Reality: Mobile Machinery Safety in the 21st Century. Minerals (Basel), 
3(2), 145–164. doi:10.3390/min3020145

Fan, X., Yang, R., Wu, D., & Ma, D. (2011). Virtual Assembly Environment for 
Product Design Evaluation and Workplace Planning. In D. Ma, X. Fan, J. Gausemeier, 
& M. Grafe (Eds.), Virtual Reality & Augmented Reality in Industry. Springer. 
doi:10.1007/978-3-642-17376-9_9

Flower, C. (2015). Virtual reality and learning: Where is the pedagogy? British 
Journal of Educational Technology, 46(2), 412–422. doi:10.1111/bjet.12135

Freeman, D., Reeve, S., Robinson, A., Ehlers, A., Clark, D., Spanlang, B., & 
Slater, M. (2017). Virtual reality in the assessment, understanding, and treatment of 
mental health disorders. Psychological Medicine, 47(14), 2393–2400. doi:10.1017/
S003329171700040X PMID:28325167

Gombrich, E. H. (1999). The Image and the Eye. Phaidon Press Ltd.

Gombrich, E. H. (2001). Art and Illusion. Princeton Univ. Press.

Hamilton-Giachritsis, C., Banakou, D., Garcia Quiroga, M., Giachritsis, C., & Slater, 
M. (2018). Reducing risk and improving maternal perspective-taking and empathy 
using virtual embodiment. Scientific Reports, 8(1), 2975. doi:10.103841598-018-
21036-2 PMID:29445183

Hodges, L. (2001). Treating Psychological and Physical Disorders with VR. IEEE 
Computer Graphics and Applications, 25–33.

Jaeger, B. K., & Mourant, R. R. (2001). Comparison of simulator sickness using static 
and dynamic walking simulators. Proceedings of the Human Factors and Ergonomics 
Society Annual Meeting, 45(27), 1896–1900. doi:10.1177/154193120104502709

Karras, T. (2018). A Style-Based Generator Architecture for Generative Adversarial 
Network, Neural and Evolutionary Computing. Cornell University.



183

Prototyping VR Training Tools for Healthcare With Off-the-Shelf CGI

Kingdon, K. S., Stanney, K. M., & Kennedy, R. S. (2001). Extreme responses to 
virtual environment exposure. Proceedings of the Human Factors and Ergonomics 
Society Annual Meeting, 45(27), 1906–1910. doi:10.1177/154193120104502711

Kizil, M. S., & Joy, J. (2001). What can virtual reality do for safety? St University 
of Queensland.

Lanier, J. (2006). Homuncular flexibility. In Edge. The World Question Center.

Levin, M. F., Weiss, P. L., & Keshner, E. A. (2015). Emergence of virtual reality 
as a tool for upper limb rehabilitation: Incorporation of motor control and motor 
learning principles. Physical Therapy, 95(3), 415–425. doi:10.2522/ptj.20130579 
PMID:25212522

Lewis-Evans, B. (2018). A short guide to user testing for simulation sickness in 
Virtual Reality. In Games User Research. Oxford University Press.

Li, L., Zhang, M., Xu, F., & Liu, S. (2005) ERT-VR: An immersive virtual reality 
system for emergency rescue. Virtual Reality, 194–197. doi:10.100710055-004-
0149-6

MacDorman, K., & Ishiguro, H. (2006). The uncanny advantage of using androids 
in social and cognitive science research. Interaction Studies: Social Behaviour and 
Communication in Biological and Artificial Systems, 7(3), 297–337. doi:10.1075/
is.7.3.03mac

Maister, L., Slater, M., Sanchez-Vives, M. V., & Tsakiris, M. (2015). Changing 
bodies changes minds: Owning another body affects social cognition. Trends in 
Cognitive Sciences, 19(1), 6–12. doi:10.1016/j.tics.2014.11.001 PMID:25524273

Mann, S., Furness, T., Yuan, Y., Iorio, J., & Wang, Z. (2018). All Reality: Virtual, 
Augmented, Mixed (X), Mediated (X,Y), and Multimediated Reality. CoRR. 
abs/1804.08386.

Matamala-Gomez, M., Donegan, T., Bottiroli, S., Sandrini, G., Sanchez-Vives, M. V., 
& Tassorelli, C. (2019). Immersive virtual reality and virtual embodiment for pain 
relief. Frontiers in Human Neuroscience, 13, 279. doi:10.3389/fnhum.2019.00279 
PMID:31551731

MitchellB. (2019). https://medium.com/@bryanmitchell_67448/there-is-a-second-
valley-past-the-uncanny-valley-22d2ea193e0

Mullen, G., & Davidenko, N. (2021, May). Time Compression in Virtual Reality. Timing 
& Time Perception (Leiden, Netherlands), 9(4), 377–392. doi:10.1163/22134468-
bja10034

https://medium.com/@bryanmitchell_67448/there-is-a-second-valley-past-the-uncanny-valley-22d2ea193e0
https://medium.com/@bryanmitchell_67448/there-is-a-second-valley-past-the-uncanny-valley-22d2ea193e0


184

Prototyping VR Training Tools for Healthcare With Off-the-Shelf CGI

Mütterlein, J. (2018). The Three Pillars of Virtual Reality? Investigating the Roles 
of Immersion, Presence, and Interactivity. doi:10.24251/HICSS.2018.174

Normand, J. M., Giannopoulos, E., Spanlang, B., & Slater, M. (2011). Multisensory 
stimulation can induce an illusion of larger belly size in immersive virtual reality. 
PLoS One, 6(1), e16128. doi:10.1371/journal.pone.0016128 PMID:21283823

Office of National Statistics UK. (2021). Dataset — Coronavirus and depression in 
adults in Great Britain. https://www.ons.gov.uk/peoplepopulationandcommunity/
wellbeing/datasets/coronavirusanddepressioninadultsingreatbritain

Padrao, G., Gonzalez-Franco, M., Sanchez-Vives, M. V., Slater, M., & Rodriguez-
Fornells, A. (2016). Violating body movement semantics: neural signatures of 
self-generated and external-generated errors. Neuroimage, 124(Pt A), 174–156.

Peck, T. C., Seinfeld, S., Aglioti, S. M., & Slater, M. (2013). Putting yourself in the 
skin of a black avatar reduces implicit racial bias. Consciousness and Cognition, 
22(3), 779–787. doi:10.1016/j.concog.2013.04.016 PMID:23727712

Piryankova, I. V., Wong, H. Y., Linkenauger, S. A., Stinson, C., Longo, M. R., 
Bülthoff, H. H., & Mohler, B. J. (2014). Owning an overweight or underweight 
body: Distinguishing the physical, experienced and virtual body. PLoS One, 9(8), 
e103428. doi:10.1371/journal.pone.0103428 PMID:25083784

Rasimah, C. M. Y., Ahmad, A., & Zaman, H. B. (2011). Evaluation of user acceptance 
of mixed reality technology. Australasian Journal of Educational Technology, 27(8). 
Advance online publication. doi:10.14742/ajet.899

Rus-Calafell, M., Garety, P., Sason, E., Craig, T. J., & Valmaggia, L. R. (2018). 
Virtual reality in the assessment and treatment of psychosis: A systematic review of 
its utility, acceptability and effectiveness. Psychological Medicine, 48(3), 362–391. 
doi:10.1017/S0033291717001945 PMID:28735593

Safikhani, S., Pirker, J., & Wriessnegger, S. C. (2021). Virtual Reality Applications for 
the Treatment of Anxiety and Mental Disorders. 2021 7th International Conference 
of the Immersive Learning Research Network (iLRN), 1-8.

Seinfeld, S., Arroyo-Palacios, J., Iruretagoyena, G., Hortensius, R., Zapata, 
L. E., Borland, D., de Gelder, B., Slater, M., & Sanchez-Vives, M. V. (2018). 
Offenders become the victim in virtual reality: Impact of changing perspective in 
domestic violence. Scientific Reports, 8(1), 2692. doi:10.103841598-018-19987-7 
PMID:29426819

https://www.ons.gov.uk/peoplepopulationandcommunity/wellbeing/datasets/coronavirusanddepressioninadultsingreatbritain
https://www.ons.gov.uk/peoplepopulationandcommunity/wellbeing/datasets/coronavirusanddepressioninadultsingreatbritain


185

Prototyping VR Training Tools for Healthcare With Off-the-Shelf CGI

Shah, M., Siebert-Evenstone, A., Eagan, B., & Holthaus, R. (2021). Modeling 
Educator Use of Virtual Reality Simulations in Nursing Education Using Epistemic 
Network Analysis. 2021 7th International Conference of the Immersive Learning 
Research Network (iLRN), 1-8.

Slater, M., Spanlang, B., Sanchez-Vives, M. V., & Blanke, O. (2010). First person 
experience of body transfer in virtual reality. PLoS One, 5(5), 5. doi:10.1371/journal.
pone.0010564 PMID:20485681

Smith, S., & Ericson, E. (2009). Using immersive game-based virtual reality to 
teach fire-safety skills to children. Virtual Reality (Waltham Cross), 13(2), 87–99. 
doi:10.100710055-009-0113-6

Spiegel, J. S. (2018). The ethics of virtual reality technology: Social hazards and 
public policy recommendations. Science and Engineering Ethics, 24(5), 1537–1550. 
doi:10.100711948-017-9979-y PMID:28942536

Stansfield, S., Shawver, D., Rogers, D., & Hightower, R. (2005). Mission visualization 
for planning and training. IEEE Computer Graphics and Applications, 12–14.

Sulbaran, T., & Baker, N. C. (2000). Enhancing engineering education through 
distributed virtual reality. ASEE/IEEE frontiers in education conference, 3–18. 
doi:10.1109/FIE.2000.896621

Tate, D. L., Silbert, L., & King, T. (1997) Virtual environments for shipboard 
firefighting training. In Proceedings of the IEEE 1997 virtual reality international 
annual symposium. IEEE Computer Society Press. 10.1109/VRAIS.1997.583045

Tsai, Y. C., Lin, G. L., & Cheng, C. C. (2021). Work-in-Progress-Development of 
Immersive Nursing Skills Learning System and Evaluation of Learning Effectiveness. 
2021 7th International Conference of the Immersive Learning Research Network 
(iLRN), 1-3.

Vehtari, A., Simpson, D. P., Yao, Y., & Gelman, A. (2019). Limitations of bayesian 
leave-one-out cross-validation for model selection. Computational Brain & Behavior, 
2(1), 22–27. doi:10.100742113-018-0020-6 PMID:30906917

Vince, J. (1995). Virtual Reality Systems. Wesley Publishing Company.

Walius, N. A. (1962). Stereoscopy. Russian Academy of Science. (in Russian)

Watanabe, H., & Ujike, H. (2008). The activity of ISO/Study Group on “Image 
Safety” and three biological effects. Proceedings of the 2008 Second International 
Symposium on Universal Communication, 210– 214. 10.1109/ISUC.2008.11



186

Prototyping VR Training Tools for Healthcare With Off-the-Shelf CGI

Won, A. S., Bailenson, J., Lee, J., & Lanier, J. (2015). Homuncular flexibility in 
virtual reality. J. Comput. Commun, 20, 241–259.

Yee, N., Bailenson, J. N., & Ducheneaut, N. (2009). The Proteus effect: Implications of 
transformed digital self-representation on online and offline behavior. Communication 
Research, 36(2), 285–312. doi:10.1177/0093650208330254

Young, G. W., Stehle, S., Walsh, B. Y., & Tiri, E. (2020). Exploring Virtual Reality in 
the Higher Education Classroom: Using VR to Build Knowledge and Understanding. 
Journal of Universal Computer Science, 26(8), 904–928. doi:10.3897/jucs.2020.049


